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SOCIAL EXPERIMENTATION:
EVALUATING PUBLIC PROGRAMS WITH EXPERIMENTAL METHODS PART 6

If the data were perfect, collected from well-designed randomized
experiments, there would be hardly room for a separate field of
econometrics.

� Zvi Griliches, President
American Econometric Association,
1993�94

One of the great strengths of social experiments is the sim-
plicity with which their results can be analyzed. In properly
designed and implemented experiments, simple compari-
sons of the mean outcomes of the treatment and control
groups provide unbiased estimates of the effects of the ex-
perimental intervention. Complex econometrics is not
required to ensure the internal validity of the estimates.

This is not to say, however, that social experiments cannot
provide a wide array of useful analyses. In this paper, the
sixth in a series on the design, implementation and analy-
sis of social experiments, we discuss the rich variety of ways
in which experimental data can be analyzed to inform the
policy process. Specifically, we discuss:

■ The basic impact model;

■ Estimating the time path of impacts;

■ Estimating impacts on subgroups;

■ Estimating and explaining variations in impact
across sites;

■ Dealing with potential biases; and,

■ Analyzing the social benefits and costs of the
program.

The Basic Impact Model

As noted above, the difference in mean outcomes between
the treatment and control groups is an unbiased estimate of
the impact of the experimental treatment. That estimate is,
however, subject to sampling variability that arises from the
random assignment of sample members to the two experi-
mental groups. Outcomes depend not only on the
experimental treatment, but also on the characteristics of
individual sample members. In a test of a remedial educa-
tion program, for example, students� grade point averages
in the follow-up period will depend not only on whether
they were assigned to the experimental program, but also
on such individual factors as native ability, the quality of
the student�s previous education, and his or her home envi-
ronment.

Random assignment guarantees that the treatment and
control groups do not differ systematically in these charac-
teristics, but it does not guarantee that they are identical in
these dimensions. Therefore, random differences in the
characteristics of the treatment and control groups, depend-
ing on the specific individuals assigned to each, contribute
to the sampling variability of the impact estimate. Taking
account of these differences will reduce this sampling vari-
ability and improve the power of the design�i.e., it will
allow us to detect somewhat smaller program effects than
are detectable in a simple difference-in-means analysis.
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The simplest way to �control for� or �hold constant� dif-
ferences in the characteristics of the treatment and control
groups is to use multivariate regression analysis to esti-
mate a model of the form:

iijiji ecTXbaY +++= ∑
where:

Yi = the outcome measure of interest (e.g., grade point
average) for the ith individual;

Xji = a set of j individual background characteristics
(e.g., age, gender, past educational performance);

Ti = treatment status indicator (a dummy variable equal
to 1 if the ith individual is a member of the treatment
group and 0 if he or she is a control); and,

ei = a random error term.

In this model, the coefficient c estimates the impact of the
program on this outcome, holding constant the covariates
included in the set of personal characteristics X

ji
. This es-

timate is called the regression-adjusted impact
estimate. The set of coefficients b

j
 measures the effects of

the various background characteristics on the outcome mea-
sure.1

The random error term, e
i
, reflects the effects of all the

individual characteristics and environmental factors not
explicitly included in the model. The variance of the error
term, V(e

i
), is related to the variance of the outcome Y

i
 ac-

cording to the relationship:
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where R2 is the proportion of the variance of the outcome Y
explained by the regression equation.

The variance of the impact estimate c is proportional
to V(e

i
):
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where n, n
t
, and n

c
 are the total sample size and the num-

ber of treatment and control observations, respectively.
Controlling for more individual characteristics increases
the R2 of the regression, thereby reducing the variances of
e

i
 and the impact estimate. This, in turn, reduces the mini-

mum effect size that can be detected with a given sample.2

Suppose, for example, that in the example of the compen-
satory education program we are able to explain 20 percent
of the variance of students� grade point averages in the
follow-up period on the basis of student attributes not
related to program participation. The variance of the
regression-adjusted impact estimate will then be 20
percent smaller than the variance of the simple difference-
in-means estimator.3  This translates into an 11 percent
reduction in the standard error of the estimate and, there-
fore, an 11 percent reduction in the minimum detectable
effect. This is fairly typical of the gains in precision attain-
able by controlling for the baseline characteristics of the
sample.

While an 11 percent reduction in minimum detectable
effects may seem relatively small, it is equivalent to the
gain in power associated with a 25 percent increase in
sample size. Therefore, if it would be less costly to collect
baseline data on characteristics of the sample than to
increase the sample by 25 percent (as is nearly always the
case), collecting baseline data on covariates would be
a cost-effective investment of research funds.

In most applications, the single baseline characteristic that
provides the greatest explanatory power, and therefore the
greatest reduction in minimum detectable effects, is the
preprogram value of the outcome variable itself. In the case
of a compensatory education program, for instance, we
would expect grade point average in the year prior to pro-

1 These coefficients are generally not of interest in program evalua-
tion, for two reasons. First, they reflect natural variation in the outcome,
not program-induced effects. And second, because of correlations among
the covariates, and between the covariates and variables not included
in the impact model, as measures of the causal effects of these charac-
teristics they are subject to a number of biases. The purpose of the
covariates is simply to reduce the sampling variability of the impact
estimates.

2 See the fourth paper in this series for the derivation of the minimum
detectable effect.

3 This can be seen from equation 3. The difference-in-means estima-
tor is equivalent to a regression model that includes only the treatment
status indicator�i.e., a model with no covariates. As shown in equa-
tion 3, under the null hypothesis of no impact such a regression would
have an R2 of zero and the variance of c would be V(Y

i
)(n/n

t
n

c
). Adding

sufficient covariates to achieve an R2 of .20 would reduce the variance
of c to .8V(Y

i
)(n/n
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1

2

3



SOCIAL EXPERIMENTATION: EVALUATING PUBLIC PROGRAMS WITH EXPERIMENTAL METHODS    3

gram entry to explain much of the variation across stu-
dents in post-program grade point average. This is because
the preprogram value incorporates the effects of all of the
individual characteristics that influence grade point aver-
age; to the extent that these characteristics do not vary
over time, differences in preprogram values of the outcome
across the sample will be good predictors of post-program
differences across the sample. In the National JTPA Study,
for example, the earnings of adult sample members in the
five calendar quarters prior to random assignment explained
about 10 percent of the variance in their post-program earn-
ings; addition of a wide variety of other demographic and
socioeconomic characteristics only increased the explana-
tory power of the model by another 10 percentage points.4

It is important to bear in mind that only characteristics
measured prior to random assignment may be used as
covariates in the impact model. Characteristics measured
after random assignment could, in principle, be affected
by the experimental treatment. If so, controlling for them
in the impact regression would capture part of the effect of
the program in the coefficients of the covariates, thereby
biasing the impact estimate c.

It is also important to note that this basic model estimates
the average impact of the program on the entire treatment
group. If program impacts are expected to vary within the
treatment group, there may be interest in estimating the
impacts on subgroups of the sample. In a later section of
this paper, we discuss variants on the basic model that can
be used to estimate impacts on subgroups in such cases.

Estimating the Time
Path of Impacts

In some cases we would expect the impact of a program to
vary systematically over time. Many programs involve a
short-term investment of time and resources in order to
achieve a longer-term goal�e.g., training programs divert
workers from the labor market while they are in training in
order to increase their longer-term earnings. In such cases,
we might not expect the program�s effects to become evi-
dent until the participant has left the program. In other
programs, we might expect the strongest effects to occur
while the participant is in the program�e.g., tutoring pro-
grams intended to raise students� school performance. In
either type of program, we would be interested to see
whether, and how long, program effects persist after the
participant leaves the program.

Basic estimation approach

In the absence of other complications (which we will take
up in a moment), tracing out the time path of program im-
pacts is quite straightforward. One simply uses the basic
model presented in the previous section to estimate im-
pacts for each time period (e.g., month, semester, year)
after random assignment.5  In evaluating a training pro-
gram, for instance, one might use the participant�s earnings
in each month after random assignment, seriatim, as the
dependent variable in the impact model.6  This will gener-
ate a sequence of monthly impact estimates, one for each
month of the follow-up period.

An important point to note here is that the data are aligned
in terms of number of months after random assignment,
not in terms of calendar time. In the training program ex-
ample, the dependent variable in the first impact regression
will be the earnings of each sample member one month
after random assignment; in the second regression, it will
be earnings in the second month after random assignment,
etc. Since sample members will have been randomly as-
signed at different points in calendar time, each regression
may contain observations from a number of different cal-
endar months.

Exhibit 1 (see next page) shows the results of such an analy-
sis, for one of the AFDC Homemaker�Home Health Aide
Demonstrations. The two lines in the chart represent the
earnings of the  treatment and control groups in each month
after random assignment. The vertical distance between
the two lines in any given month equals the difference in
earnings between the two groups in that month, or the es-
timated impact of the program.7

4 Unpublished computations by Abt Associates.

5 An alternative approach that is sometimes used is to include each
time period as a separate observation for each individual in a single
regression, with separate treatment status indicators for each time pe-
riod. Thus, for example, in an experiment with 1,000 sample members
and a 24-month follow-up period, the impact model would contain 24
separate treatment status indicators, one for each month, and would be
run on 24,000 person-month observations. While this approach pro-
vides some gains in power, the likelihood of serial correlation in the
outcomes for each sample member greatly complicates the tests of sta-
tistical significance of the monthly impact estimates.

6 Because only baseline variables can be used as covariates, and these
are the same regardless of the month for which the outcome is analyzed,
the right-hand side of the impact equation will be identical for all months
of the follow-up period.

7 The earnings shown in Exhibit 1 are regression-adjusted; i.e., they
are the predicted values from a model like equation 1. Therefore, the
impact estimates shown in the exhibit control for the baseline charac-
teristics of the sample. See Enns et al. (1987).



4    PART 6: ANALYSIS

In the homemaker demonstrations, AFDC recipients re-
ceived 4-6 weeks of training as homemaker�home health
aides and were then guaranteed employment as aides for
up to a year. As can be seen in the exhibit, there was little
or no impact on earnings in the first several months after
random assignment, as the trainees participated in the train-
ing and awaited placement in their subsidized jobs. Once
in subsidized employment, trainees� earnings quickly in-
creased, showing large gains over the control group
throughout much of the follow-up period. Toward the end
of the follow-up period, however, the impact of the pro-
gram declined somewhat, for two reasons. First, as trainees
left their subsidized jobs, some of them had trouble find-
ing unsubsidized employment and their earnings declined
somewhat. Second, throughout the post-random assignment
period, the earnings of the control group steadily rose, as
many of them found employment even without the help of
the demonstration program.

Exhibit 6.1 reveals that the effect of the experimental pro-
gram was still relatively large at the end of the follow-up
period. This means that some of the impact on earnings
almost certainly extended beyond the follow-up period, so
that the evaluation did not capture the full effect of the
program. This is important to know in comparing program
benefits with program costs. In a program like the home-
maker demonstrations, program costs are incurred at the
outset, and therefore are fully captured by the evaluation.
If some program benefits accrue after the end of the evalu-
ation follow-up period, the evaluation will understate the

net benefit of the program if it does not attempt to estimate
these benefits. In a later section of this paper, we discuss
ways to project program benefits beyond the evaluation
follow-up period. For now, we simply note that it is impor-
tant to determine whether there are likely to be benefits
beyond the end of the evaluation follow-up period; estima-
tion of the time path of impacts helps to do that.

Estimation approach when there are
start-up effects

For many new programs, there is an initial period during
which staff are learning their roles and responsibilities,
and operational problems are being worked out. During
this period, the program may not be as effective as it will
be once these start-up problems have been resolved. If so,
impact estimates that include this initial period will un-
derstate the steady-state impact of the program. Moreover,
since the length of time the program has been in operation
will be positively correlated with time since random as-
signment, this bias will be strongest for the estimated
impacts in the early months after random assignment. This
will create the appearance of a more pronounced change
in impacts over time than would be the case in a mature
program. In evaluations of experimental programs that have
been set up specially for purposes of evaluation, then, it
will be important to control for start-up effects.

This can be done relatively easily, by including in the im-
pact regression an interaction between the treatment status
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indicator and the length of time the program has been in
operation. One such regression specification is:

i
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where t is the length of time the program has been in
operation at the point in the follow-up period for which
impacts are being estimated. Note that t will vary across
individuals, since different individuals came into the
program at different times relative to the start-up of the
program.

In this model, the quantity d/t measures the effect of start-
up on the impact of the program; therefore, (c+d/t)
measures the actual effect of the program, including start-
up effects, when it has been in operation for t periods. The
variable t enters the regression in reciprocal form to re-
flect the fact that start-up effects, by definition, disappear
over time. In  this specification, as t increases, d/t asymp-
totically approaches zero.8  Thus, c is an estimate of the
impact of the program in steady state.

In addition to allowing estimation of the time path of
impacts net of start-up effects, this formulation provides a
direct test for start-up effects. A coefficient d that is
significantly different from zero is evidence of start-up
effects.

Impacts on Subgroups

Program impacts may vary across individuals, as well as
over time, for a variety of reasons. The program may be
better suited to some participants�for example, a train-
ing program that presumes a minimum level of knowledge
of mathematics may not work well for poorly educated train-
ees. Alternatively, some trainees may not apply themselves
as diligently as others, and may therefore not gain as much
from the program. Or the variation in impacts may be the
result of environmental factors that are completely inde-
pendent of the characteristics of the program or its
participants. A training program may have large impacts
on earnings in a locality with a booming economy, where
there is ample demand for its graduates, but little effect in
a locality where unemployment is high and demand for
labor slack.

Knowledge of such variations in impact across individuals
or localities can help policymakers in two ways. First, it
can help them target the program on those individuals or
areas where its impact will be greatest. And, second, it can
pinpoint weaknesses in the program that need to be ad-
dressed by identifying those subgroups for whom the program
is ineffective.

Basic estimation approach

We can estimate impacts on any subgroup that can be
defined on the basis of baseline characteristics�i.e., on
the basis of data collected prior to random assignment�
simply by applying the basic model in equation 1 above to
that subgroup of treatment and control group members.
If, for example, we wish to know whether the program was
more effective for men than for women, we can simply
divide the sample into the two gender subgroups and run
separate regressions on each.

As noted above, characteristics measured after random
assignment may be affected by the experimental treatment;
if they are, they will define noncomparable subgroups of
the treatment and control groups. Suppose, for instance,
that we wish to know the impact of a training program on
participants who moved out of the area after they left the
program. We could divide the treatment and control groups
into movers and stayers, and estimate the regression-
adjusted treatment�control differences in outcomes within
each of these two subgroups. But suppose that participa-
tion in the program encouraged the more highly motivated
treatment group members to move out of the area to seek a
better job. Then among movers the treatment group will
be, on average, more highly motivated than the control group
and their outcomes will be better because of this selection
factor, regardless of the effects of the program. Thus, the
treatment�control difference in outcomes among movers
will provide an upward-biased measure of the impact of
the program. Among stayers, the opposite will be true: The
treatment group will be less motivated than controls, on
average, and the difference in outcomes between the two
groups will understate the effects of the program.9

Fortunately, for the first purpose of subgroup analysis noted
above�targeting of program services�only subgroups
defined on the basis of baseline characteristics are rel-
evant. This follows from the fact that program managers

8  This specification assumes that the decay of start-up effects follows a
very specific functional form. More complex specifications would allow
the data to determine the time path of start-up effects more flexibly. We
use this form here primarily for simplicity of exposition.

9 Nonexperimental techniques are available to attempt to reduce or
eliminate these biases. Discussion of these techniques is beyond the
scope of this paper. Here, we only note that one can never be sure
whether such techniques are successful in any particular application,
because one can never be sure that the assumptions on which they are
based hold in that application.

4
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can obviously only target the program on subgroups that
can be identified prior to program entry. Even for the sec-
ond purpose noted above�identifying weaknesses in the
program�subgroups defined on the basis of baseline char-
acteristics provide a wide array of participant types for
analysis.

Separate estimation of impacts for different subgroups pro-
vides unbiased estimates of those impacts and a test of
statistical significance for each. That is, for each subgroup
taken by itself, we can test whether the estimated impact
differs from zero by more than could be expected by chance
alone. Such tests do not, however, tell us directly whether
the difference in impacts among subgroups is greater than
could be expected on the basis of random sampling vari-
ability.

Consider, for example, the estimated impacts of JTPA on
the earnings of subgroups of women on welfare, shown in
Exhibit 2. In the exhibit, estimates that are significantly
different from zero at the 10 percent level are designated
by an asterisk. The fact that the estimated impact on the
earnings of women who had received welfare for two years
or more is significantly different from zero means that we
can be confident that the program had a positive effect for
this subgroup. We cannot have equal confidence that the
program was effective for those who had been on welfare
less than two years; the fact that this estimate is not statis-
tically significantly different from zero at our chosen level
of significance means that we cannot be confident that the
program had a positive effect on their earnings, the posi-
tive estimate notwithstanding.

This does not mean, however, that we can be confident that
the program had a greater impact on the earnings of longer-
term welfare recipients than on those of shorter-term
recipients, even though the latter estimate is much smaller
and is not significantly different from zero. To compare two

impact estimates, we must test whether the difference be-
tween them is significantly different from zero. That test
depends on the sampling error of the difference between
the two estimates, which in turn is a function of the sam-
pling errors of the two estimates. We can compute the
standard error of estimate of the difference between im-
pact estimates for two independent subgroups as:10

( ) 2
b
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aba SESEIISE +=−

where SEa and SEb are the standard errors of the two im-
pact estimates and SE(Ia-Ib) is the standard error of the
difference between them. A t-statistic to determine the sta-
tistical significance of the difference can be computed as:
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i.e., the difference between the two impact estimates
divided by the standard error of that difference.

When this test is applied to the estimated impacts in
Exhibit 2, we find that the earnings gains of longer-term
recipients were not significantly larger than those of shorter-
term recipients. This type of finding is fairly common in
subgroup analysis. One frequently finds that, while one
can be confident of a positive impact for one subgroup and
cannot be sure the program had any effect for another, one
cannot say that the program had a larger effect on the former
group than on the latter.

This reflects the fact that a more powerful design is re-
quired to distinguish between two estimates, both of which

Impacts on Earnings of Adult Women, by AFDC Experience

Subgroup Estimated Impact

Never on AFDC $    883
On AFDC less than 2 years 1,582
On AFDC more than 2 years 3,519*

*Estimated impact statistically different from zero at the 10 percent level.

Source: Orr, et al. (1996)

10 By �independent,� we mean non-overlapping subgroups. If the two
subgroups have some members in common, calculation of the standard
error of the difference is more complex.

EXHIBIT 2
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are measured with some sampling error, than to distinguish
between a single estimate and a fixed point (zero). If com-
parisons between subgroups are likely to be important in
the analysis, this should be taken into account in the de-
sign of the experiment, and a sufficiently large sample
randomly assigned to provide adequate power to detect
subgroup differences that are of practical importance.

Estimating subgroup impacts jointly

An alternative to estimating separate impact regressions
for each subgroup is to estimate the impacts for the vari-
ous subgroups jointly in a single regression equation of
the form:

iiikkjii eTZgbXaY +++= ∑
where Z

ik
 equals 1 if the ith sample member belongs to the

kth subgroup and is 0 otherwise. This is just the basic im-
pact model introduced earlier in this paper, with the single
treatment status indicator T

i
 replaced by a set of subgroup

dummies interacted with the treatment status indicator. In
this model, the impact of the program on Y for the jth sub-
group is given by g

k
.

This approach has two advantages over estimation of sepa-
rate equations for each subgroup. First, it usually provides
more power because it uses the full sample to estimate the
a and b coefficients.11  Second, it allows one to test whether
there are statistically significant differences in impact
among the subgroups taken as a set (rather than between
pairs of subgroups).

To test for significant differences among subgroups, one
performs an F-test on the g

k
 coefficients. The F-statistic

can be used to test the null hypothesis that the g
k
 coeffi-

cients are all equal. Detailed explanation of the F-test is
beyond the scope of this paper; in essence, however, it tests
whether adding the Z

ik
 variables to the impact model sig-

nificantly improves its explanatory power. If the F-test
rejects the null hypothesis, we can be confident that pro-
gram impacts vary across the subgroups, although we cannot
be sure which subgroups� impacts differ without conduct-
ing pairwise tests of significance.12  An efficient analysis
strategy, then, is to conduct F-tests on each of the sets of
subgroups of interest (e.g., subgroups defined by gender,

those defined by ethnicity, etc.) and then, if desired, con-
duct pairwise significance tests within the sets where the
F-test rejects equality of impacts.

Interpreting the results of multiple tests

There may be policy interest in a large number of partici-
pant subgroups and, in fact, many studies estimate impacts
for large numbers of subgroups. While this is perfectly le-
gitimate, in doing so one must be cognizant of the
implications of performing large numbers of significance
tests for the interpretation of the individual estimates.

Suppose, for example, that one estimates impacts for 20
subgroups and performs a t-test on each at the 10 percent
significance level. At that significance level, each test has
a 10 percent chance of rejecting the null hypothesis of no
effect when it is in fact true�i.e., of producing a false
positive result. Therefore, even if there were no true pro-
gram impacts in any of the subgroups, in 20 tests one would
expect, on average, 2 positive test results due to sampling
error alone. This has several implications for the interpre-
tation of the test results.

First, if the proportion of impact estimates that are signifi-
cantly different from zero is close to the significance level
(in this case, 10 percent, or 2 of 20 estimates), there is a
strong possibility that they represent false positive tests.
One cannot be sure, of course, that this is the case, be-
cause there is no assurance that the actual number of false
positive tests will equal the expected number in any spe-
cific sample.

Second, even if the number of estimates that are signifi-
cantly different from zero is larger than the number that
would be expected by chance alone, one must bear in mind
that some of these are likely to be false positive results.
Suppose, for example, that the null hypothesis is rejected
in 6 of 20 tests at the 10 percent significance level. On
average, we would expect approximately 2 of those 6, or
one third of the statistically significant estimates, to be
false positives.13  Again, one cannot know the actual num-
ber of false positives in any given set of tests; we do know
that, on average, some will be present.

11 The combined model assumes that the functional form of the rela-
tionship between the X variables and Y is the same in all subgroups. If
this assumption is incorrect, the combined model may not provide more
power than separate regressions.

12 These can also be done with F-tests.

13 The expected number of false positives in this case will be somewhat
less than 2, for two reasons. First, the expected number of false positives
is 10 percent of the subgroups for which the true impact is zero. The 6
subgroups with estimated impacts that are significantly different from
zero presumably include some for which the true impact is nonzero. Sec-
ond, the 14 subgroups for which the estimated impact is not significantly
different from zero presumably include some false negatives�i.e., sub-
groups for which the true impact is nonzero�further reducing the base
upon which the number of expected false positives should be calculated.
The number of false negatives will depend on the power of the design; a
weak design is less likely to detect nonzero impacts.

7
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Third, and perhaps most importantly, we cannot know which
of the test results are likely to be erroneous. We only know
that, among those subgroups with impact estimates that
are significantly different from zero, the probability that
the null hypothesis has been rejected incorrectly is higher
than would be indicated by the significance level of the
individual test.

The risk of false positive test results when large numbers
of tests are conducted suggests that experimenters should
exercise restraint in the number of subgroups for which
they estimate impacts and caution in the interpretation of
the test results. In particular, we would caution against
�fishing� for subgroup impacts. Frequently, when the esti-
mated impacts for the sample as a whole are not
significantly different from zero, researchers begin esti-
mating impacts for one subgroup after another in search of
positive impacts. If enough subgroup impacts are estimated,
some estimates that are significantly different from zero
will almost certainly be found; as the foregoing discussion
makes clear, however, these may simply reflect false posi-
tive test results.

One way to reduce the danger of false positive test results
for a given number of subgroup estimates is to reduce the
significance level of the test�i.e., to impose a more strin-
gent test. Suppose, for instance, that the significance tests
in the example above were conducted at the 5 percent level
rather than the 10 percent level. At this significance level,
we would expect only one false positive if there were no
true nonzero impacts in any of the 20 subgroups.

Unfortunately, there is no simple rule for deciding on the
reduction in significance level required to offset the per-
formance of multiple tests. That is a complex issue that
depends on, among other things, the number of tests, the
number of true nonzero impacts among the subgroups ana-
lyzed, and the power of the design.

Multiple tests: an illustrative example

To illustrate the principles just discussed, Exhibits 3 and
4 present the results of a set of subgroup analyses per-
formed in the National JTPA Study. Exhibit 3 shows the
estimated impacts of JTPA on the earnings of a number of
subgroups of adult men, along with two types of signifi-
cance test: t-tests of the difference of the estimated impact
from zero in each subgroup, and F-tests of the difference
in impacts within each set of subgroups defined by a single
baseline characteristic (e.g., three different ethnic groups).
Estimates that are significantly different from zero at the
10 percent level on the basis of the t-test are indicated by
asterisks beside the impact estimate; significant differences
among subgroups are indicated by an asterisk in the row

labeled �F-Test, Difference Among Subgroups.�  (�n.s.� in
this row indicates that the difference in impacts among
subgroups was not significantly different from zero at the
10 percent level.)

The first row of the exhibit shows that the estimated im-
pact of JTPA on the overall sample was a $978 increase in
earnings. This estimate was significantly different from zero
at the 10 percent significance level (as indicated by the
asterisk). The next panel shows estimaed impacts for three
ethnic subgroups. Even though the estimated impacts for
two of these subgroups are larger than the estimated im-
pact on the overall sample�one of them substantially
so�none of the subgroup estimates are significantly dif-
ferent from zero. This reflects the smaller sample sizes,
and therefore reduced power, available at the subgroup
level. And while the estimates vary substantially across
subgroups, the F-test shows that they do not differ signifi-
cantly at the 10 percent level.

Our interpretation of these results is as follows. We can be
reasonably confident that JTPA had a positive effect on the
earnings of adult men; our best estimate of this effect is an
earnings gain of $978 (see the first row of Exhibit 3). But
when we consider any individual ethnic group�say, white
men�we cannot be sure that the program had a positive
effect. Our best estimate of the program�s impact on the
earnings of white men is a $931 gain; but the chance that
there was no true effect in this subgroup is greater than 10
percent. And while our best estimate of the program�s im-
pact on the earnings of Hispanic men is significantly
different from zero and is more than twice as large as the
estimated impact on white men�s earnings, we cannot con-
fidently rule out the possibility that the program had the
same impact on all three ethnic groups.

When we break the sample down by welfare status (next
panel of the exhibit) a similar pattern emerges. Setting aside
the issue of multiple tests (to which we return momen-
tarily), the test results here indicate that the program
increased the earnings of men who were not receiving wel-
fare at baseline; our best estimate of this gain is $1,529.
We cannot be sure that men who were receiving welfare at
baseline were helped by the program, although our best
estimate for this subgroup is an earnings gain of $305.
And, despite the substantial difference between these two
estimates, we cannot be confident that the former group
gained more than the latter (as indicated by the F-test);
the difference in estimates could simply reflect sampling
error.

The other panels of the exhibit display similar patterns.
The only breakdown for which a significant difference in
impacts among subgroups emerges is that based on house-
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Subgroup defined by: Estimated Impact
Full Sample 978*
Ethnicity

White, non-Hispanic 707
Black, non-Hispanic 931
Hispanic 1,784*
F-test, difference among subgroups n.s.

Welfare status
Receiving cash welfare 305
No cash welfare 1,529*
F-test, difference among subgroups n.s.

Education
High school diploma or GED certificate 931
No high school diploma or GED certificate 1,353*
F-test, difference among subgroups n.s.

Recent work experience
Worked less than 13 weeks in past 12 months 735
Worked 13 weeks or more in past 12 months 1,140*
F-test, difference among subgroups n.s.

Work history
Never employed -2,104
Earned < $4/hour in last job 245
Earned $4/hour or more in last job 1,647*
F-test, difference among subgroups n.s.

Household composition
No spouse present 248
Spouse present 2,759*
F-test, difference among subgroups *

Family income in past 12 months
$6,000 or less 733
More than $6,000 1,556*
F-test, difference among subgroups n.s.

Age at random assignment
22 - 29 1,221
30 - 54 1,151
F-test, difference among subgroups n.s.

*   Estimate significantly different from zero at the 10 percent significance level
n.s. Estimates not significantly different at the 10 percent level
Source: Orr et al. (1996).

Estimated JTPA Impacts on Earnings:
Subgroups of Adult Men EXHIBIT 3
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Subgroup defined by: Estimated Impact
Full Sample 1,837*
Ethnicity

White, non-Hispanic 1,973***
Black, non-Hispanic 1,927
Hispanic 467

F-test, difference among subgroups n.s.
Welfare status

Receiving cash welfarea 2,359***
No cash welfare 1,634**

F-test, difference among subgroups n.s.
Education

No high school diploma or GED certificate 1,499
High school diploma or GED certificate 1,753***

F-test, difference among subgroups n.s.
Recent work experience

Worked less than 13 weeks in past 12 months 2,100***
Worked 13 weeks or more in past 12 months 1,029

F-test, difference among subgroups n.s.
Work history

Never employed 1,270
Earned < $4/hour in last job 1,437
Earned $4/hour or more in last job 2,540

F-test, difference among subgroups n.s.
AFDC history

Never AFDC case head 883
AFDC case hear less than two years 1,582
AFDC case head two years or more 3,519***

F-test, difference among subgroups n.s.
JTPA required for welfare, food stamps,
or WIN programb

Yes 2,190
No 1,560***

F-test, difference among subgroups n.s.
Household composition

No spouse or own child present no spouse present 920
Own child under age 4, no spouse, present 2,519**
Own child, none under 4, no spouse present 598
Spouse present, with or without own child 2,617**

F-test, difference among subgroups n.s.
Family income in past 12 months

$6,000 or less 1,199*
More than $6,000 2,448***

F-test, difference among subgroups n.s.
Age at random assignment

22 - 29 1,746**
30 - 54 2,020***
> 54 833

F-test, difference among subgroups n.s.

*   Estimate significantly different from zero at the 10 percent significance level
n.s. Estimates not significantly different at the 10 percent level
Source: Orr et al. (1996).

Estimated JTPA Impacts on Earnings:
Subgroups of Adult Women EXHIBIT 4
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hold composition. Here, the F-test indicates that men with
spouses present experienced significantly greater earnings
gains than those with no spouses. This conclusion cannot
be drawn with certainty, however. This is the only one of
eight breakdowns tested to show a significant difference
among subgroups; at the 10 percent level of significance,
we would expect about one of eight F-tests to reject the
null hypothesis of no effect by chance alone. Thus, there is
a good chance that this is a false positive test result.

We are on somewhat firmer ground in accepting the con-
clusion that several of the individual subgroups of men
experienced positive program impacts. Overall, the exhibit
shows estimates for 18 different subgroups. If there were
no true impacts at the subgroup level, we would expect
about two of the estimates to be significantly different from
zero at the 10 percent level by chance alone; in fact, four
are. Thus, it seems likely that at least one or two of the
impact estimates that are significantly different from zero
represent real effects. But, among those estimates, we have
no way to distinguish those that represent real effects from
those that are false positive test results.

In the end, then, we must conclude that, although we can
be confident that JTPA had a positive overall effect on the
earnings of adult men, this experiment was not sufficiently
powerful to identify the specific subgroups of adult men
who benefited most from the program�or even to be sure
which ones benefited at all. This example illustrates the
limits of subgroup analysis. The National JTPA Study
sample included over 5,000 adult men. But even this large
sample was not sufficient to allow precise estimation of
impacts within subgroups. This is in part the result of the
high variance of the outcome being analyzed (earnings)
and in part a reflection of the relatively small impacts of
the program in this demographic group.

A much clearer set of subgroup results was obtained for
adult women in the National JTPA Study.14  As shown in
Exhibit 4, in 15 of the 26 subgroups for which impacts on
earnings were analyzed, the estimated impacts were sig-
nificantly different from zero. Thus, we can be reasonably
confident that the program had positive effects for these
subgroups. Our ability to detect these effects is partly due
to the somewhat larger sample size for adult women (about
6,000) and partly the result of somewhat larger program
effects among adult women than among adult men (an es-
timated overall effect of $1,176 for women, as compared
with $978 for men). Even for adult women, however, the
experiment was not powerful enough to detect differences

among subgroup impacts of the size that actually occurred,
as indicated by lack of significance of the F-tests of differ-
ences among subgroups in Exhibit 4.

Explaining Variation in Impacts
Across Sites

One set of subgroups in which there is often great interest
is the samples of program participants in different sites. In
multisite experiments, the impact of the program may vary
across sites for a variety of reasons. The most obvious is
that the program may be implemented differently�either
deliberately or inadvertently�in the different sites. But
impacts may also vary because of differences in the par-
ticipant population that allow those in some sites to benefit
more from the program or because the local environment
(e.g., the labor market or the educational system) is more
conducive to positive impacts in some sites. Distinguish-
ing among these causes of variation�indeed, even
determining whether there is meaningful variation across
sites�is not a simple task.

Determining whether there is meaningful
cross-site variation

Even in a perfectly designed and implemented experiment,
the impact estimate for any given set of sample members
will differ from the true impact of the program because of
random sampling error. Thus, even if all sites were identi-
cal in terms of the experimental program, the program
participants, and the local environment, we would expect
them to yield different impact estimates due to sampling
error alone. The first question that must be addressed with
respect to site-specific impacts, then, is whether the esti-
mates differ by more than could be expected on the basis
of chance alone.

The treatment group members within each site can be
viewed as a subgroup of the overall treatment group. Thus,
the subgroup estimation techniques and significance tests
discussed in the previous section can be applied directly
to the analysis of site-specific impacts. That is, one can
estimate site-specific impacts with an equation of the form
given by equation 7 and use an F-test to determine whether
those estimates differ significantly. Only if the F-test re-
jects the null hypothesis that the true impact is the same
in all sites does the experiment provide evidence of varia-
tion in impact across sites.

14 Neither overall estimated impacts nor any of the estimates for sub-
groups were significantly different from zero among male or female youth.
(See Orr et al., 1996.)



12    PART 6: ANALYSIS

Exhibit 5 shows an illustrative set of site-specific estimates,
taken from the National JTPA Study. The exhibit shows
estimated impacts for four major demographic groups, for
each of the 16 sites in the study.15  As can be seen, even
though the estimates vary widely across sites within each
demographic group, in no case are they significantly dif-
ferent from one another (see F-test results in last row of
exhibit). As is always the case when a test of significance
fails to reject the null hypothesis, this does not mean that

the impact of the program doesn�t vary across sites; it sim-
ply means that the experimental design was not powerful
enough to detect whatever variation there is.

This example illustrates the difficulty of confidently esti-
mating differences in impact across sites. Site-specific
estimates are much less precise than estimates based on
the overall sample because of the much smaller samples
available at the site level. In this case, even with overall
sample sizes as large as 6,000, the samples available in
individual sites are too small (relative to the variance of
the outcome of interest) to provide sufficient power to con-
fidently identify whatever differences in impact exist across
sites.

Adult Adult Female Male
Site Women Men Youth Youth

 1 $2,628 $5,310* $3,372* $9,473*

 2 2,308* 4,338 2,320 5,464

 3 2,095 3,908 1,404 1,918

 4 1,786* 2,533 1,222 1,414

 5 1,190 2,335   649 1,192

 6 1,181 2,197   556 1,090

 7 1,109 1,655   244   973

 8 1,069 1,540   117   119

 9   884 1,212  �432  �204

10   787   721 �1,064 �1,298

11   309   710 �1,298 �2,206

12  �438   630 �1,471 �2,876

13 �1,108 �484 �2,179 �3,029

14 �1,369 �1,083 �2,355 �4,147

15 �1,410 �2,412 �3,821* �5,836

16 �2,033 �2,637    �    �

F-test, n.s.  n.s.  n.s.  n.s.
difference
among sites

Notes: Sites were ranked separately for each target group, in order of size of estimated impact.
Therefore, listings for different target groups in the same row do not necessarily refer to the same
site.  No youth were assigned in one site.

* Significantly different from zero at the 10 percent level.

n.s.:  Differences among sites not statistically different from zero at the 10 percent level.

Source: Orr et al. (1996)

Site-specific Impacts on Earnings, by Target Group:
National JTPA Study EXHIBIT 5

15 Note that, to facilitate comparison of the estimates across sites, the
sites are ordered in descending size of estimated impact within each
demographic group. Thus, the estimates in any given row of the exhibit
may represent different sites for each of the four demographic groups.
Impact estimates are given for youth in only 15 sites because no youth
were randomly assigned in one site.



SOCIAL EXPERIMENTATION: EVALUATING PUBLIC PROGRAMS WITH EXPERIMENTAL METHODS    13

Explaining cross-site differences in
impacts

Even when the experiment finds that impacts differ sig-
nificantly across sites, that finding is not, by itself, very
helpful to policymakers. To be useful for policy, the analy-
sis must explain why program effects were different in
different sites. If the differences are due to differences in
the local environment or participant population�factors
that are outside the policymakers� control�analysis of site-
specific impacts may be helpful in predicting the impact
of implementing the program in other localities, but it will
not help design a more effective program.16  Only if the
differences are due to differences in the implementation of
the program across sites will knowledge of cross-site dif-
ferences be useful for program design. In that case,
policymakers can adopt those program features that maxi-
mize program impact.

Analysis of site-level impacts may well be the weakest area
of the current practice of program evaluation, both experi-
mental and nonexperimental. All too often, the analysis of
variations in impact across sites proceeds as follows. The
investigators perform significance tests on estimates of site-
specific impacts, to identify those that are significantly
different from zero. Those sites are then assumed to have
larger impacts than those with estimated impacts that are
not significantly different from zero�without benefit of
the appropriate significance test. Finally, the researchers
attribute this �difference� in impacts to whatever differ-
ence in site characteristics seems most salient to
them�usually some feature of the program being evalu-
ated�without testing for other potential causes of variation
in impact.

This approach is subject to two potential errors. First, as
noted in the previous section, there may be no real differ-
ence in impacts across sites, even if some site-specific
estimates are significantly different from zero and others
are not. Second, even if there are real differences, they
may be the result of any number of differences in the local
site environment or participant characteristics, rather than
differences in the program being evaluated. Only through
careful statistical analysis can we be confident that (a) there
are real differences in impacts, and (b) we know why they
occurred.

A more rigorous approach to analysis of site-level impacts
attempts to test formally whether impacts vary with pro-
gram characteristics, holding constant characteristics of the
local environment and program participants. We do this by
estimating an impact model of the form:

      
iimimmimikik
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++++
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where:

S
ki
   = a set of k characteristics of the site in which sample

member i lives (e.g., the local unemployment rate,
average wages, etc.);

P
mi

   = a set of m characteristics of the experimental pro-
gram in the site in which sample member i lives (e.g.,
type or duration of training, availability of support
services, etc.).

As before, the j variables X
ji
 measure the personal charac-

teristics of sample member i and T
i
 indicates whether the

sample member is a treatment or control group member.

Inclusion of the interactions of X
ji
 and S

ki
 with T

i
 allow the

estimated impacts to vary with individual and site charac-
teristics, thereby capturing that portion of the cross-site
variation in impacts explained by these factors rather than
by variations in the experimental program. The interaction
of P

mi
 with treatment status allows us to test whether im-

pacts vary with program characteristics, holding constant
individual and site characteristics. The coefficients q

m
 mea-

sure this variation and the significance tests on these
coefficients provide a measure of the confidence we can
have that program impacts truly vary with each program
characteristic�again, holding constant individual and site
characteristics. (X

ji
, S

ki
, and P

mi
, are also included in the

impact equation without interactions, to capture any varia-
tion in the outcome with these characteristics that are
common to both the treatment and control group members.)

Suppose, for example, that we have found (by estimating
an impact model like equation 7, with sites as the sub-
groups) that the impact of an experimental training program
varies across sites. On the basis of our knowledge of the
experimental programs in the various sites, we might hy-
pothesize that the more successful programs had larger
impacts because they provided more intensive training or
because they provided better support services for the train-
ees. But, without further tests, we could not rule out the
alternative explanations that the participants in the suc-
cessful sites were better able to take advantage of the
training because of their personal characteristics or be-

16 Differences in impact due to differences in the participant popula-
tion could, in principle, be useful to policymakers in deciding how to
target the program. In most cases, however, this question can be addressed
more directly through analysis of subgroups defined on the basis of par-
ticipant characteristics. Only in programs that can be targeted on specific
geographic areas would knowledge of variation in impact due to local
environmental characteristics be useful in the targeting decision.

8
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cause the local labor market was particularly favorable for
graduates of this type of training program.17

To test these hypotheses, we would estimate a regression
equation of the form shown in equation 8. The X

ji
 vari-

ables would include such personal characteristics as
education and work experience that might influence the
individual�s ability to benefit from training. The S

ki
 vari-

ables would include such site characteristics as the
unemployment rate and the rate of growth of employment,
which might affect the returns to training in the local labor
market. Finally, the P

mi
 variables would include program-

matic features that might influence the program�s
effectiveness. These could include the length of the train-
ing course, the percent of the training staff with recent
private sector experience in the skills being taught, or the
amount spent on supportive services per trainee.

If the coefficient of one or more of the P
mi

 variables in this
model is significantly different from zero, then (subject to
the qualifications discussed in the next section), we can
be reasonably sure that variation in that program feature
affects program impacts. Policymakers can use this infor-
mation to improve the effectiveness of the program.

Limitations on our ability to explain
cross-site variations in impact

The model described in the previous section is subject to
several important qualifications.

First, it is important to note that the estimate of variation
in impact with program characteristics provided by this
model is essentially nonexperimental. The variation in pro-
gram characteristics we observe is natural variation, and
may therefore be correlated with other, unobserved, fac-
tors that affect the outcomes of interest. If so, the variation
in impacts across sites may be due to these unobserved
factors, rather than to the program. That is, our estimates
of the influence of program features on impacts are poten-
tially subject to selection bias. We cannot, therefore, have
the same confidence in them that we have in the overall
impact estimates, which are fully experimental. For this

reason, if testing alternative program features is an impor-
tant objective of the research, the experimenter should
consider designs of the type discussed in an earlier paper
in this series, in which multiple program variants are imple-
mented in the same site (to hold site effects constant) and
participants are randomly assigned to alternative variants
(to eliminate systematic differences in participant charac-
teristics across treatments).

The second important limitation of this model is that the
number of program features that can be tested is limited by
the number of sites. If we were to include in the impact
model as many program features as there are sites, the
model would explain the variation in impact across sites
perfectly�not because we have found the real explanation
for cross-site differences, but because we have provided a
different explanation for the level of impacts in each site.
In effect, the number of observations available to estimate
the effect of any variable that does not vary within a site is
equal to the number of sites. And it is a general proposi-
tion in econometrics that one must have more observations
than the number of coefficients to be estimated. Therefore,
the maximum number of site-level variables�i.e., both
site and program characteristics�that can be included in
the equation is one less than the number of sites.

This is often a severe limitation. Most experimental pro-
grams are implemented in a relatively small number of
sites�it is unusual for evaluations to have more than ten
sites. In contrast, the experimental sites and programs can
differ in literally hundreds of ways. Thus, the analyst is
faced with the problem of choosing a small number of site
and program characteristics to be tested from among the
large number that could potentially affect program impacts.
It is important to note that the limit on the number of vari-
ables that can be tested includes both site characteristics
and program features. Since it is generally important to
control for at least a few site characteristics, the number of
program features that can be tested will usually be quite
small.

Nor can one increase the number of program features ana-
lyzed by estimating the impact model repeatedly, testing
different sets of site-level characteristics seriatim. Such
�fishing� invalidates the significance tests associated with
the impact estimates. If enough characteristics are tested,
one can be sure of finding some effects that are signifi-
cantly different from zero by chance alone.18  (See the
discussion of interpreting the results of multiple signifi-
cance tests earlier in this paper.)

17 It should be noted that the participants with the largest impacts
need not be those who would do the best in the absence of the experi-
mental program�e.g., the best-educated or highest-skilled workers, or
those living in sites with the greatest demand for labor. It could be that
the program can�t improve the prospects of well-educated, high-skilled
workers, or that workers living in areas with booming economies could
get just as good a job without the program. Thus, simply comparing the
individual and site characteristics of the successful and unsuccessful
sites cannot tell us whether these factors are responsible for the ob-
served differences in impacts across sites; only by formally estimating
the variation in impact with these characteristics can we answer that
question.

18 Fishing may, however, be a good way to generate hypotheses for
testing in future experiments, so long as it is recognized that the results
obtained from the current data are no more than suggestive.
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Moreover, the power of the impact model to detect the ef-
fects of site-level variables depends on the number
of degrees of freedom associated with these variables.
The degrees of freedom for site-level variables is equal to
the number of sites minus the number of site-level vari-
ables in the model. The smaller the degrees of freedom
(i.e., the larger the number of site-level variables), the less
power the model will have to detect variation in impact
with program characteristics.

Given these stringent limitations on the number of site-
level variables that can be tested rigorously, it is perhaps
understandable that, as noted in the previous section, many
analysts simply assume that differences in site-specific
impacts are caused by whatever differences in the pro-
gram seem most salient to the researcher. In an experiment
with only three or four sites, it is generally relatively easy
to find some program characteristic that correlates with
the differences in impacts across sites without any formal
analysis. The problem is that there may be many site and
program characteristics that correlate with these differences
and, with a small number of sites, there is no way to choose
from among them the real cause of variations in impact.

The correct conclusion to be drawn in such cases is that
the experiment is simply not capable of providing an ex-
planation for the variation in impacts across sites. And the
lesson to be drawn for experimental design is that, if
policymakers are interested in the effects of program vari-
ants, either the experimental program should be
implemented in a large number of sites or, preferrably, the
experiment should be explicitly designed to compare al-
ternative program designs within the same locality.

Dealing With Potential Biases

Properly implemented and analyzed, experiments provide
unbiased estimates of the impact of the experimental pro-
gram. But like all other forms of research, in practice
experiments are subject to a variety of imperfections that
require attention at the analysis stage. In this section, we
discuss several of the most common problems that can cre-
ate bias in the experimental estimates: control group
members who receive the experimental treatment (�cross-
overs�); differences in random assignment ratios across
sites or over time; missing follow-up data; and inferring
the effects of a permanent program from a limited duration
experiment. The discussion of these problems here is nec-
essarily brief, intended more as an introduction to the issues
involved than a comprehensive treatment of the problem
and its solution.

Cross-overs

As noted in a previous paper in this series, the experimen-
tal estimates will be biased if controls receive an amount
or type of service that they would not have received in the
absence of the experiment. Control group contamination
that takes the form of nonexperimental services similar to
the experimental treatment is virtually impossible to de-
tect because, in general, we do not know what level of these
services controls would have received in the absence of
the experiment�that is, after all, the purpose of the con-
trol group. We can, however, measure�and in some cases
correct for�control group contamination in the form of
controls receiving the experimental treatment. Such con-
trols are termed cross-overs.

Cross-overs can occur for a number of reasons, depending
on the institutional context of the experiment. A simple
example is the case of an individual who applies to a pro-
gram and is assigned to the control group, then later
reapplies. If the experiment does not adequately monitor
for applications by controls, the individual may be ran-
domly assigned again or, if random assignment has ended
and the program is ongoing, he or she may simply be
admitted to the program.19  After the fact, it is usually
possible to detect such cross-overs by matching the
experiment�s random assignment records against the
program�s administrative records.

Some analysts simply include cross-overs in the treatment
group or exclude them from the analysis altogether. Either
of these approaches is likely to destroy the comparability
of the treatment and control groups, leading to biased im-
pact estimates. Fortunately, under at least some
circumstances it is possible to correct for the influence of
cross-overs on the impact estimates derived from the en-
tire experimental sample, with cross-overs included in the
control group.

We can correct for the effect of cross-overs on the experi-
mental impact estimates if we can assume that the program
had the same effect on cross-overs that it would have had if
they had been assigned to the treatment group.20  Under
that assumption, the outcomes of the cross-overs can be
expected to be the same (on average) as those of a corre-
sponding set of �cross-over-like� individuals in the
treatment group. While we cannot identify this latter group,
we know that they exist because under random assignment

19       See the fifth paper in this series for a discussion of the steps that
can and should be taken in implementing experiments to protect the
integrity of random assignment.

20       The following derivation is based on Bloom (1986).
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every subgroup of the control group has a matching sub-
group in the treatment group. And since the average
outcomes of the cross-overs and the cross-over-like sub-
group of the treatment group are, under this assumption,
the same, the estimated program impact on cross-over-like
individuals is zero.

We can express the estimated impact on the overall treat-
ment group, I, as a weighted average of the impact on
cross-over-like individuals, I

c
, and the impact on all other

treatment group members, I
o
:

( ) oc Ic1cII −+= ,

where c is the proportion of the control group that crossed
over. Since, as noted above, the estimated impact on cross-
over-like individuals, I

c
, is zero, equation 9 reduces to:

( ) oIc1I −=

which can be solved for I
o
:

( )c1
I

Io −
=

Thus, a simple adjustment�similar to the no-show ad-
justment discussed in an earlier paper�is available to
remove the effect of cross-overs from the impact estimates.
Under the maintained assumption, Io is an unbiased esti-
mate of the impact of the experimental program on
non-cross-over-like individuals. And like the no-show ad-
justment, the cross-over adjustment requires no assumption
about the nature of the cross-overs. In particular, one need
not assume that they are similar to the rest of the control
group.

As noted above, however, one does have to assume that the
program had the same effect on cross-overs as it would
have had if they had been assigned to the treatment group
(and therefore the same effect as it had on cross-over-like
members of the treatment group). This is a relatively strong
assumption, which will not always be satisfied. Consider,
for example, the case of a compensatory education pro-
gram that lasts for a year. At mid-year, through an
administrative oversight, some control students are trans-
ferred into the classroom receiving experimental services.
These students are clearly cross-overs, but they do not re-
ceive the full experimental treatment; therefore, the
experimental program probably does not have the same
effect on their outcomes it would have had if they had been
assigned to the treatment group and had been in the ex-
perimental classroom from the beginning of the year.

In such cases of partial treatment, the best that can be
done is a sensitivity analysis of the effect of cross-overs on
the overall impact estimate. Such an analysis is conducted
by assuming alternative values of the impact on cross-over-
like individuals, relative to the rest of the treatment group.
Suppose, for example, that we assume that the effect on
cross-overs was two-thirds the effect on non-cross-over-
like individuals. Substituting .67I

o
 for I

c
 in equation 9

yields:

( ) ( )
( ) o
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Ic33.1

Ic1I67.cI

⋅−=
−+⋅=

and:

( )c33.1
I

Io
⋅−

=

Substitution of other values, ranging from no effect to ef-
fects equal to the impact on the rest of the treatment group,
will trace out the range of possible effects on non-cross-
over-like individuals.

It is important to note that the cross-over-adjusted esti-
mate of impact applies only to non-cross-over-like sample
members, not to the entire population randomly assigned.
This is an unfortunate but unavoidable limitation of the
results�because we did not observe cross-over-like indi-
viduals in a true control condition, there is no way to
estimate program impacts on their outcomes. This limita-
tion highlights the importance of taking the steps described
in Chapter 5 to minimize the likelihood that cross-overs
will occur.

Variations in the random assignment ratio

For operational reasons, it sometimes becomes necessary
to change the random assignment ratio part way through
the experiment. For example, in the National JTPA Study
some sites encountered great difficulty recruiting a suffi-
cient number of youths both to fill the available program
slots and to provide for a control group. In order to secure
the continued participation of those sites in the evalua-
tion, the researchers temporarily changed the random
assignment ratio from 1 control for every 2 treatment group
members to 1 control for every 3 or 6 treatment group mem-
bers (depending on the site). This reduced the number of
youth these sites were required to recruit while still allow-
ing them to fill all program slots. However, it also injected
a potential bias into the sample.

12
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10
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To see this, consider a simple experiment in which 100
sample members are to be assigned to the treatment group
in each of two time periods. Suppose that in the first pe-
riod one control is assigned for every treatment group
member, while in the second period one control is assigned
for every two treatment group members. The resulting
sample distribution will be:

Time Time
Period 1 Period 2

Treatment group 100 100

Control group 100 50

In the resulting sample, half of the treatment group is as-
signed in each period, whereas two-thirds of the control
group is assigned in the first period and one-third in the
second. Thus, the treatment and control groups are not well-
matched in terms of time of assignment. If outcomes differ
systematically over time (e.g., if there are time trends in
the outcomes), this confounding of treatment and time of
assignment will bias the experimental estimates. A simi-
lar bias would occur if different random assignment ratios
were used in different sites and outcomes differed system-
atically across sites.

There are several ways to deal with this potential bias. The
simplest is to randomly remove 50 treatment group mem-
bers from the sample in the second period, in order to
equalize the treatment�control ratio in the two periods.21

(It is important that the sample members to be excluded
be selected randomly, in order to preserve the match be-
tween the treatment and control groups within the second
period.)  While this approach restores the match between
the overall treatment and control groups, it is inefficient in
that it throws away information on the individuals excluded
from the sample.22

An analytic approach that uses all the available data to
estimate unbiased impact estimates when random assign-
ment ratios vary is to estimate the impact of the program
within each random assignment �stratum� (i.e., within each
subsample assigned under the same random assignment
ratio) and then compute the impact on the overall treat-

ment group as the weighted average of the stratum-spe-
cific impacts. Since the treatment and control groups within
each stratum are well-matched, this yields an unbiased
impact estimate.

A number of different weighting schemes can be used to
obtain the overall impact estimate. For example, weighting
the estimated impact in each stratum by the proportion of
the total sample in that stratum will yield an unbiased es-
timate of program impact for the population represented
by the total sample. Alternatively, under the assumption
that the impacts are the same for all strata, the minimum
variance estimate of the overall impact is produced by us-
ing weights that are inversely proportional to the variances
of the stratum-specific estimates.

Stratum-specific impact estimates can, of course, be ob-
tained by estimating separate regressions for each stratum.
Alternatively, under the assumption that the effects of the
covariates are the same in all strata, all of the stratum-
specific impact estimates can be obtained from a single
regression of the form:
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 are, respectively, the outcome of inter-

est, the personal characteristics, and the treatment status
of the ith individual, and S

ij
 is a dummy variable that equals

1 if the ith individual is in the jth random assignment ratio
stratum, and zero otherwise.23

The estimated impact in the jth stratum is d
j
. The esti-

mated overall impact is the weighted average of these
coefficients, as discussed above. The null hypothesis that
the overall impact is zero is tested by computing the F-test
for the weighted average of the estimated d

j
.

Survey nonresponse

Perhaps the most common departure from the ideal in real-
world social experiments is the loss of follow-up data due
to survey nonresponse. A typical response rate in a follow-
up survey is 70�80 percent. If the experiment relies entirely
on survey data to measure outcomes (as most do), this means
that outcomes cannot be measured for 20�30 percent of
the sample.

21 Alternatively, one could randomly remove 50 controls from the
period 1 sample.

22 When the number of observations that would be removed under
this approach is small relative to the overall sample, it may be worth
the loss of information to avoid the added complexity involved in the
approach described below. This was, in fact, the approach taken in the
National JTPA Study, where 473 treatment group members were ran-
domly excluded from an initial sample of 20,601 individuals (Orr et
al., 1996).

23 Note that one of the stratum dummies must be omitted from the
covariates if there is a constant term, but that all of the stratum dum-
mies are included in the set of interactions with treatment.

14
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If nonrespondents were a random subset of the overall
sample,  this loss of data would not be great cause for con-
cern. It would reduce the precision of the estimates, because
of the reduction in sample size, but the sample for whom
data are available would still be representative of the over-
all sample randomly assigned and the treatment and control
groups would still be well-matched. Thus, the experimen-
tal impact estimates would still be unbiased estimates of
the program�s effects on the population randomly assigned.

Unfortunately, there are usually good reasons to suspect
that survey nonrespondents are systematically different
from respondents. For example, surveys are less likely to
be able to track people who have moved during the follow-
up period than those who remain at the same address. In
telephone surveys, nonrespondents are more likely to lack
telephones or to have unlisted numbers. And people who
are not employed are easier to locate and interview than
those who work several jobs and are seldom home.24

Even if the subsample for whom follow-up data are avail-
able is not a representative subset of the population
randomly assigned, the treatment�control difference in
outcomes estimated on the basis of these data may still be
an unbiased estimate of the impact of the program on this
subset (although not of the impact on the overall popula-
tion randomly assigned). This will be the case if the
nonrespondents in the treatment group do not differ sys-
tematically from the nonrespondents in the control group,
leaving respondent subgroups that are still well-matched.

In the worst case, nonrespondents in the treatment group
differ systematically from those in the control group, re-
sulting in a mismatch between the two groups of
respondents. This will be the case when the experimental
treatment influences the probability that the sample mem-
ber will respond to the follow-up survey. If, for example,
the experimental program encourages treatment group
members to move or increases their employment rate,
nonresponse is likely to be higher, and the kinds of indi-
vidual who respond are likely to be different, in the
treatment group than in the control group. In these cases,
the experimental impact estimates may well be biased be-
cause the subgroups of the treatment and control group for
whom outcome data are available are not well-matched.

Some relatively simple diagnostics are available to deter-
mine whether survey nonresponse is creating any of the
problems discussed above. Some initial indications can be
obtained from the survey response rate itself. A low overall

response rate (say, less than 70 percent) should be viewed
as a danger signal. Any substantial difference in response
rates between the treatment and control groups is also a
warning that the respondents in the two groups may be
systematically different.

A direct test for differences between the respondent and
nonrespondent groups can be obtained by comparing the
baseline characteristics of the two groups. Tests of statisti-
cal significance (t-tests, F-tests, or chi-square tests,
depending on the nature of the characteristic) can be ap-
plied to the difference in each baseline characteristic to
determine whether the two groups differ by more than one
would expect on the basis of sampling error alone. If the
number of differences that are significantly different from
zero exceeds the number that would be expected by chance,
the subgroup for whom follow-up data are available should
be regarded as materially different from the population that
was randomly assigned. This means that the experimental
estimates, even if unbiased, may apply to a population that
is somewhat different from the one of interest for policy.

Similarly, one can test for differences in baseline charac-
teristics between the respondents in the treatment group
and those in the control group. These tests will provide an
indication of the degree to which the treatment and control
groups are mismatched and, as a result, will provide bi-
ased impact estimates, even for the respondent population.

In some cases, it is possible to test directly for differences
in impacts between the respondent and nonrespondent
groups. This is the case when follow-up data on some out-
comes are available from administrative records that cover
the entire experimental sample. These data can be used to
derive separate impact estimates for those who responded
to the follow-up survey and those who did not. If these two
estimates are similar, one can be somewhat less concerned
about response bias; to the extent that they are signifi-
cantly different, one�s concern is heightened. Of course,
the fact that the two groups have similar impacts on the
outcomes measured with administrative data does not guar-
antee that they will have similar impacts on those outcomes
that are measured only with follow-up survey data�for
which we can never know the impacts on survey
nonrespondents. But the comparison is at least suggestive�
especially if the two outcomes are closely related.

In the AFDC Homemaker�Home Health Aide Demonstra-
tions, for example, earnings over the follow-up period were
measured in a telephone survey with a response rate of 66
percent. Data on welfare benefits from state administra-
tive records were available for the entire sample, however,
including the survey nonrespondents. These data were used

24 In most household surveys, the overwhelming majority of the
nonresponse is attributable to failure to contact the sample member,
rather than to refusal to be interviewed.
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to derive separate estimates of program impact on welfare
benefits for survey respondents and nonrespondents. These
estimates showed that in six of the seven demonstration
states survey respondents experienced larger reductions
in welfare benefits as a result of the experimental program
than nonrespondents. This suggests that the program-in-
duced earnings gains of respondents were probably also
larger than those of nonrespondents, since welfare ben-
efits vary inversely with earnings. Thus, while this analysis
did not allow direct measurement of the response bias in
estimated earnings effects, it did suggest the likely direc-
tion of that bias.25

None of the tests described above provide conclusive evi-
dence of bias or lack thereof. Differences in baseline
characteristics need not necessarily lead to biased impact
estimates, unless the outcomes are sensitive to the charac-
teristics on which the groups differ. In any case, it is
possible to control for differences in measured character-
istics by including these characteristics as covariates in
the impact regression.26  Conversely, the fact that respon-
dents in the treatment and control groups do not differ in
their measured characteristics does not guarantee that the
impact estimates will be unbiased; the two groups may
still differ in unmeasured characteristics. Even when ad-
ministrative data are available to test directly for response
bias in the impact estimates for some outcomes, there is
no guarantee that the results of those tests are applicable
to the outcomes for which only survey data are available.

The experimenter with incomplete follow-up data is in much
the same position as the nonexperimental analyst who wants
to know if a nonexperimental comparison group is well-
matched to the program group. While one can conduct a
number of tests that give one more or less confidence in
the impact estimates, in the end one can never know how
well the two groups are matched. Perhaps the most impor-
tant difference between these two situations is that the
experimenter at least knows that the two groups started
out well-matched.

The remedies for any mismatch between the two experi-
mental groups are also essentially the same as those
available to adjust for differences between a
nonexperimental comparison group and the program group.
Discussion of the large, complex literature on these econo-
metric techniques far exceeds the scope of this paper. Here
we note only that there is little consensus on which, if any,
of these techniques are adequate to address the problem.
This discouraging conclusion argues strongly for taking
every step possible to minimize nonresponse in experimen-
tal follow-up surveys.27

Duration bias: inferring responses to
permanent programs from temporary
experiments

Experiments are run for a limited time period�usually
one to five years�defined in advance. In many�perhaps
most�cases, the temporary nature of the experimental
program does not affect the experience of the program par-
ticipant. Participants in an experimental training program,
for example, receive the entire experimental treatment in
a few weeks or months and exit the program. Whether the
program continues to enroll other participants does not
affect their experience or the impacts of the training on
their subsequent outcomes.

In certain situations, however, the response to a temporary
program could be quite different from the response that
could be expected if the same intervention were adopted
on a permanent basis. Consider, for example, an interven-
tion like the insurance plans provided by the Health
Insurance Experiment. These plans decreased the net price
of health care to covered families for the period of time
they were enrolled in the experiment.28  This meant that
health care was �on sale� for that period of time, creating
an incentive to accelerate the purchase of services that
they would normally have made later. Obviously, the tim-
ing of many health care expenditures is not discretionary.
But the consumer has a good deal of latitude in the sched-
uling of some services, such as dental and psychiatric care,
eyeglasses, preventive services, and elective surgery. If the
experimental subjects used this latitude to purchase ser-
vices during the experimental period, while their price was
low, rather than later, their observed consumption during

25 See Enns et al. (1987). By assuming that the relationship between
earnings gains and welfare benefit reductions (i.e., the �benefit reduc-
tion rate�) was the same for respondents and nonrespondents, the
analysts were able to derive an estimate of the bias. These estimates
suggested that in five of the seven demonstration states, the bias was
less than 20 percent. In the other two states, however, the estimated
bias was substantially larger than the experimental effect.

26       Specifically, they should be included both as main effects and as
interaction terms with the treatment indicator, to allow treatment to vary
with differences in these characteristics. The overall impact can then
be evaluated on the basis of the estimated coefficients, setting these
variables equal to their sample means.

27       See the fifth paper in this series for a discussion of ways to reduce
follow-up survey nonresponse.

28       The change in net price to the family depended on the provisions
of the specific plan to which they were assigned, as compared with
those of the insurance they would otherwise have had. In some cases,
the net price to the family was actually higher under the experimental
plan. The point here does not depend on the direction of the change,
but on the fact that it was a temporary change.
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the experimental period would overstate that which could
be expected under a permanent program with the same
insurance provisions.29  Such an effect is termed dura-
tion bias.

The most direct way to deal with this potential bias is to
design variation in the length of the intervention into the
experiment. In the Health Insurance Experiment, for ex-
ample, a random subset of families was assigned plans that
lasted 5 years, rather than the standard 3 years. The re-
sponses of families receiving the 3-year treatment were
then compared with those of families receiving the 5-year
treatment. Since these two sets of families differed only in
treatment duration, any significant difference in response
between the two sets would be evidence of duration bias in
the estimates of the impact of the 3-year treatment.

Of course, even the longer experimental treatment was still
a temporary intervention, and may itself have been subject
to duration bias. The only way to be sure that duration bias
has been eliminated would be to implement a treatment of
such long duration that it is, for all practical purposes,
permanent. To our knowledge, this has only been done once.
In the Seattle-Denver Income Maintenance Experiment, a
random subsample of about 200 families were enrolled in
negative income tax plans that were intended to last for 20
years. The responses of families assigned to the 20-year
plans were compared with those of families assigned to 3-
and 5-year plans to test for duration bias in the latter two
groups, which constituted the bulk of the experimental
sample.

Unfortunately, maintaining experimental treatments for
such a long period of time is very expensive. Moreover, a
long-term subsample is only useful for research purposes
during the initial period when its responses can be com-
pared with those of the main sample. For these reasons,
the 20-year sample in the Seattle�Denver Experiment was
terminated after approximately 8 years, with the families
given two years advance notice, during which time they
received fixed monthly payments to help them readjust to
the absence of income support. While early termination of
the sample was clearly optimal from a research standpoint,
it raised difficult ethical questions about the experiment�s
obligations to the families.

If variation in duration has not been incorporated into the
design of the experiment, duration bias is much more dif-
ficult to detect. In some instances, an indication of the

existence of duration bias can be obtained by examining
the time path of impacts over the experimental period. In
the case of the Health Insurance Experiment, for example,
one would expect the incentive (and opportunity) to shift
expenditures into the experimental period to grow as the
family nears the end of its enrollment in the experimental
plan. Thus, rising expenditures toward the end of the en-
rollment period would be an indication of duration bias.
This evidence would be stronger if such rising trends in
expenditures were most pronounced among the types of
health care that are subject to significant consumer dis-
cretion.

In the context of the early income maintenance experiments,
Metcalf (1974) proposed a method of estimating duration
bias that turned on analysis of changes in the family�s sav-
ings and consumption behavior over time. Arrow (1973)
has also suggested a method of estimating duration bias
using follow-up data collected after the end of the experi-
ment. It is not clear, however, how reliable�or generally
applicable�these approaches are.

Estimating the Benefits and Costs
of an Experimental Program

Up to this point, the discussion in these papers has fo-
cused on estimating the impacts of an experimental program
on its participants. By �impact�, we have generally meant
the effect of the program on one or more behavioral out-
comes that represent the objectives of the program. In
evaluating a training program, for example, we focus on its
impacts on participants� earnings; in evaluating a reme-
dial education program, we focus on the program�s effects
on student performance.

A finding that the program had its intended effects is not,
however, sufficient to justify adoption (or continuation) of
the program. To determine whether the program is worth-
while, it is necessary to compare those effects�i.e., the
program�s benefits�with the resources given up to pro-
duce them, as well as any adverse impacts�i.e., the
program�s costs. In most cases, it is also important to ex-
amine the distributional consequences of the
program�i.e., who bears the costs and who reaps the ben-
efits.

Cost�benefit analysis has given rise to a voluminous lit-
erature; we will not attempt even to summarize this complex
methodology here.30  Rather, we discuss the relationship
between program benefits and costs and the experimental29       See Newhouse (1993) for a more complete discussion of these

issues in the Health Insurance Experiment. See Metcalf (1974) for a
detailed theoretical and empirical analysis of the corresponding incen-
tives in the income maintenance experiments. 30       For an excellent text on the subject, see Boardman et al. (1996).
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impact estimates. We then illustrate that relationship by
presenting a conceptual framework for the cost�benefit
analysis of a specific experimental evaluation and discuss-
ing the measurement of the benefits and costs involved in
that evaluation.

Measuring benefits and costs in an
experiment

A comprehensive cost�benefit analysis of the experimen-
tal program requires an exhaustive measurement of all of
the impacts of the program (both beneficial and adverse),
as well as the resources required to produce them. As we
have seen, experiments are ideally suited to performing
the first step of this process�the treatment�control dif-
ference in outcomes is an unbiased estimate of the impact
of the program on any outcome. Thus, we need only antici-
pate and collect data on all of the outcomes affected by the
program to obtain the impact estimates required for cost�
benefit analysis.

Perhaps less obviously, the resources required to produce
those impacts are also appropriately measured by the dif-
ference in resources consumed between the treatment and
control groups. This is the increase in resource consump-
tion that would occur if the experimental program were
adopted on an ongoing basis.

The treatment�control difference in resource consumption
may differ from the budgetary cost of the program for sev-
eral reasons. First, if the experimental program displaces
some nonexperimental services, then the net cost to society
is the resources required to produce the experimental ser-
vices less the resources freed up by the displacement of
nonexperimental services. Suppose, for example, that the
costs of services per participant are as follows:

Treatment Control
Group Group Difference

Experimental $1,000 $ 0 $1,000

Nonexperimental 200 400 �200

Total $1,200 $400 $800

If the experimental program pays the full cost of the ex-
perimental services, then the budgetary cost of the program
is $1,000 per participant. The net cost to society of the
experimental program, however, is only $800 per partici-
pant�the treatment�control difference in total service
costs. This net cost is the sum of the total cost of the ex-
perimental program ($1,000 per participant) and the
savings that result from displacement of nonexperimental
services ($200 per participant).

The second reason that the net cost of the experimental
program may differ from its budgetary cost is that the ex-
perimental program may not pay the full cost of the services
it provides. For example, training programs often refer par-
ticipants to basic education programs funded by other
sources or to community colleges that are subsidized by
local taxpayers. The training program may reimburse these
organizations for part of the cost of the services they pro-
vide�e.g., it may pay the community college tuition. The
social cost of the services provided, however, is measured
by the full cost of the services, not just the part paid by the
training program.

We can think of the portion of the cost of services to the
treatment group that is not borne by the experimental pro-
gram as nonexperimental services. (This interpretation is
perhaps most natural in a case where the experimental
program refers participants to another service provider, but
it also applies to cases where the experimental program is
subsidized by other funding sources.)  In this case, then,
the experimental program increases the consumption of
nonexperimental services by its participants, rather than
displacing nonexperimental services. In the cost frame-
work presented above, this case might look as follows:

Treatment Control
Group Group Difference

Experimental $1,000 $ 0 $1,000

Nonexperimental 800 400 400

Total $1,800 $400 $400

Because of referrals to other service providers or subsidies
to the experimental program, in this case the treatment
group actually consumes more nonexperimental services
than the control group ($800 vs. $400 per participant). As
a result, the treatment�control difference in total service
costs ($1,400) exceeds the budgetary cost of the experi-
mental program ($1,000).

Critics of social experiments frequently complain that they
understate the full effects of the program, because con-
trols receive similar services from nonexperimental sources.
This argument has some validity if the evaluator looks only
at the impacts of the program. In a benefit�cost analysis,
however, by taking account of the effects of the experimen-
tal program on the costs of nonexperimental services, we
automatically adjust the cost side of the benefit�cost analy-
sis to conform to the treatment�control service differential
that produced the impacts (and therefore the benefits)
measured by the experiment.

In the case where the experimental program displaces
nonexperimental services, the treatment�control service
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differential is less than the full amount of services pro-
vided by the program. The estimated impacts are therefore
presumably smaller than would be produced by the full
amount of services provided by the experimental program.
On the cost side, however, we take account of this dis-
placement; as a result, our measure of social costs is
correspondingly smaller than the full budgetary cost of the
experimental program. Similarly, when the experimental
program causes increased use of nonexperimental services,
the treatment�control service differential and the measured
social cost of the program are greater than the full amount
of the experimental services provided and their budgetary
cost. Thus, there is a strong argument for always conduct-
ing a complete cost�benefit analysis when either the
treatment or control group receives some nonexperimental
services.

Illustrative example: Benefits and costs of
a training program

Exhibit 6 shows a social accounting framework for the
cost�benefit analysis of a training program for low-income
workers. Each row of the exhibit is a benefit or cost of the
program, expressed in dollars per participant. The columns
of the exhibit indicate the group within society to whom
the benefit or cost accrues�the participants, the rest of
society, or society as a whole. Since particpants and the
rest of society together constitute society, the values in
society�s column are simply the sum of the values in the
first two columns. In this exhibit, positive values indicate
program benefits; program costs are denoted by negative
values. The net benefit to each group is the algebraic

sum of the program�s benefits and costs to that group�
i.e., the sum of the values in the column corresponding to
that group.

The principal costs of the program are shown in the first
panel of the exhibit. Operational costs include staff sala-
ries, rent, utilities, and all of the other administrative and
overhead costs necessary to run the experimental program.
They also include anything the program pays to other train-
ing providers to serve participants in the experimental
program. The operational costs of the program are borne
by the rest of society (i.e., nonparticipants) and are also a
cost to society as a whole. This entry corresponds to the
treatment�control difference in the cost of experimental
services in the tables presented in the previous section.
(Effects on the cost of nonexperimental services are con-
sidered separately, below.)

The major cost borne by program participants is forgone
leisure and home production as a result of time spent in
training and any additional time spent working. We can
measure the time participants spend in work or training
relatively accurately, through program records and follow-
up surveys. The time cost to participants is the
treatment�control difference in total hours spent in these
activities. Placing a monetary value on this time loss is
more difficult, both conceptually and empirically. Theo-
retically, this value is measured by the area under the
participant�s labor supply curve.31  In practice, it is often

Costs (�) and Benefits (+)
from the Perspective of:

Participants Rest of Society Society

COSTS
Operational costs of the program 0 � �
Forgone leisure and home production � 0 �

BENEFITS
Earnings gains + 0 +
Reduced costs of nonexperimental services 0 + +

TRANSFERS
Reduced welfare benefits + � 0
Wage subsidies � + 0

NET BENEFITS +/� +/� +/�

Conceptual Framework for Cost-Benefit Analysis
of an Employment and Training Program EXHIBIT 6

31 See Boardman et al. (1996), Chapter 9, for a derivation of the theo-
retically correct measurement of this value.
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approximated by assigning the participant�s wage rate (if
known) or the minimum wage to each forgone hour.

The principal benefit of an effective training program is
participant earnings gains. Earnings can be measured
through follow-up surveys or the employer-reported earn-
ings records maintained by Unemployment Insurance
agencies in each state. The earnings gain attributable to
participation in the experimental program is measured by
the treatment�control difference in earnings. The princi-
pal problem in measuring earnings gains is that, although
these gains may continue to accrue throughout the
participant�s entire working life, the typical evaluation fol-
low-up period lasts only 1-3 years. Thus, the evaluation
must either find some way to project these earnings gains
beyond the follow-up period or run the risk of understating
program benefits�perhaps substantially so.32

One way to project earnings impacts beyond the evalua-
tion follow-up period is to estimate the rate of �decay� of
the impact on earnings over the follow-up period and then
project that rate of decay over the remainder of the
participant�s working life. If, for example, earnings gains
are falling by 10 percent per year over the evaluation fol-
low-up period, one could project that the impact observed
at the end of the follow-up period would continue to decay
at that rate.

Unfortunately, in many evaluations the follow-up period is
not long enough to establish a reliable trend in the impact
estimates�especially since impacts on earnings are likely
to rise over the first part of the follow-up period and only
begin to decay toward the end of the follow-up period. Be-
cause of this problem, some evaluations have simply used
the decay rates estimated in similar studies that have fol-
lowed the experimental samples for long periods.33

Another approach is to perform a �sensitivity analysis� by
projecting earnings gains under different rates of decay, in
order to examine the sensitivity of the resulting estimates
of net benefits to different assumptions about long-term
earnings impacts. If, for example, net benefits are positive
under all plausible values of the decay rate, for policy pur-
poses it does not really matter what decay rate is used.

Whatever method of projecting future earnings gains is
used, it is essential that they be �discounted� to reflect

that fact that a dollar of benefit in the future is not worth a
dollar of cost in the present. More generally, because the
costs of most social programs are incurred at the outset,
whereas their benefits tend to be distributed over long pe-
riods of time, costs and benefits must be calculated in
�present discounted value� terms in order to be compa-
rable. Choice of an appropriate discount rate is a complex
issue that is beyond the scope of this paper.34

In addition to the benefits to participants, in cases where
the experimental training displaces similar
nonexperimental services, the rest of society enjoys the
benefit of reduced costs of nonexperimental services. (If the
experimental program increased nonexperimental services,
this entry would be a cost.)  As indicated in the tables in
the previous section, this benefit is measured by the treat-
ment�control difference in the cost of nonexperimental
services received by the sample.

The cost of nonexperimental services is one of the most
difficult cost�benefit components to measure, because
these services are often provided by a large number of agen-
cies not directly involved in the experiment. Identifying
and gaining the cooperation of these agencies can be an
insuperable task. Sometimes acceptable cost data can be
obtained from secondary sources�e.g., other studies that
focused on these organizations. In the National JTPA Study,
for example, the evaluators were able to obtain data from
federal statistical agencies on the cost of education and
training at public schools. To collect data on private schools,
however, it was necessary to conduct a telephone survey.35

Some program impacts produce benefits to one segment of
society that are exactly offset by costs to another segment
of society, so that the resulting net social benefit is zero.
These are known as transfers. For example, if increased
employment among program participants leads to reduced
welfare payments, that represents a cost to participants
equal to the loss of welfare benefits and an exactly offset-
ting benefit to the rest of society, in the form of reduced
taxes. Similarly, if a training program subsidizes wages in
private employment, the benefit to participants is exactly
offset by an equal tax cost to nonparticipants. Transfers
are measured by the treatment�control difference in the
outcome in question (e.g., welfare benefits or wage subsi-
dies). Generally, this is measured for participants and the
offsetting cost or benefit to the rest of society is imputed to
be exactly equal (but opposite in sign) to the impact on
participants.32 For a more complete discussion of the issues involved in projecting

earnings gains, see Boardman et al. (1996), Chapter 9.

33 In the area of employment and training programs, for example, sev-
eral studies have followed experimental samples for five years or more
(see Bell et al., 1995; Friedlander and Burtless, 1995; U.S. General
Accounting Office, 1996; and Couch, 1992).

34 See Boardman (1996), Chapters 4 and 5, for a detailed discussion
of discounting future benefits.

35       See Orr et al. (1996), Appendices A and B.
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As noted earlier, the net benefit of the program to any given
social group is the algebraic sum of all costs and benefits
to that group. The final row of Exhibit 6 shows this sum for
each group. As with all costs and benefits, the net benefit
of the program to society as a whole is just the sum of the
net  benefits to participants and to the rest of society.

While programs with positive net benefits to society as a
whole are generally viewed as worthwhile, it is important
to recognize that computation of net social benefits involves
a very important assumption: It assumes that a dollar of
benefit to one member of society just offsets a dollar of
cost to another member of society, regardless of who the
two individuals are. A typical cost�benefit finding is that
net benefits to participants are positive, while net benefits
to the rest of society (who bear the cost of the program) are
negative. Under the fundamental assumption underlying
the computation of net social benefits, such a program is
socially worthwhile so long as the gains enjoyed by the
participants exceed the costs borne by the rest of society.
Some would question that assumption, arguing that in or-
der to justify taking resources away from the rest of society
to support the program, the gains to participants should
substantially exceed the costs to nonparticipants. At a mini-
mum, the analyst has a responsibilty to show the
distributional consequences of the program (as is done in
Exhibit 6) so that policymakers can form their own views
of its social desirability.

Nonmonetary benefits and costs

In this illustrative example, we were able to place a dollar
value on each of the major costs and benefits of the pro-
gram, thereby allowing computation of net benefits to each
segment of society in monetary terms. This is not always
possible. Some program impacts simply cannot be ex-
pressed in monetary terms. For example, some youth
programs are intended to promote good citizenship, de-
velop leadership traits, and change youths� attitudes about
work and education.

Even when important program impacts cannot be valued
in monetary terms, they can often be measured experimen-
tally in nonmonetary terms. For example, sociologists and
social psychologists have developed scales that can be used
to measure a number of different attitudes. The treatment�
control difference in the mean score on such a scale at
follow-up is a measure of the program�s impact on that at-
titude.36  Similarly, even if we cannot place a dollar value
on illnesses prevented or lives saved by a social program,

we can at least measure the program�s effects as the treat-
ment�control difference in those outcomes, measured in
natural units (e.g., sick days, lives lost).

When some program costs or benefits are measured in non-
monetary terms, policymakers must assess these costs and
benefits along with net monetary benefits. In the simplest
case, when both nonmonetary benefits and net monetary
benefits are positive, the conclusion is straightforward: The
program is worthwhile, no matter what value we place on
the nonmonetary benefits. Positive nonmonetary benefits
simply reinforce positive net monetary benefits. Conversely,
if both nonmonetary benefits and net monetary benefits
are negative, the program is not socially worthwhile.

When nonmonetary benefits are positive and net monetary
benefits are negative, policymakers face a tradeoff�they
must decide how much society is willing to pay to secure
the nonmonetary benefits of the program. If, in their judg-
ment, the estimated nonmonetary benefits of the program
are worth more than its estimated net monetary cost, then
the program is socially worthwhile; if not, it is not. Simi-
larly, if nonmonetary benefits are negative and net monetary
benefits are positive, policymakers must decide whether
the former outweigh the latter.

In the AFDC Homemaker�Home Health Aide Demonstra-
tions, for example, provision of home care services to elderly
and disabled individuals entailed substantial net monetary
costs. Although it was originally hoped that the operational
costs of providing home care would be offset by reduced
use of hospital and nursing home care, these monetary
benefits largely failed to materialize. The program did,
however, have statistically significant positive impacts on
a number of measures of client well-being, such as orien-
tation, ability to communicate, number of activities of daily
living in which the client was able to function indepen-
dently, and self-reported health status. The clients also
overwhelmingly said that they enjoyed the companionship
and assistance of the aides. In presenting the results of the
evaluation, the researchers characterized the net monetary
costs of the demonstration program as the price of obtain-
ing these nonmonetary benefits.37

It is important to recognize that the value judgments in-
volved in making such tradeoffs are the province of
policymakers, who have been elected or appointed to
intrepret society�s preferences in such matters. They are
not technical decisions that can be made by the analyst.

36 Such impact estimates are, of course, only as valid as the scales on
which they are based. 37 See Orr and Visher (1987).
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Costs and benefits that cannot be
measured

Some costs and benefits cannot be meaningfully measured
at all. For example, an important social benefit of programs
that successfully place welfare recipients in private sector
jobs is the satisfaction that taxpayers derive from knowing
that such individuals are productively employed, rather
than being dependent on public assistance.38

If such costs or benefits are likely to be important program
effects, it is important to take note of them in the analysis
and, if possible, to indicate their likely direction, even if
they cannot be quantified. This serves both to document
the limitations of the study and to remind policymakers to
take such potential effects into account in assessing the
overall costs and benefits of the program.

§

38       A similar benefit accrues to the (former) welfare recipients them-
selves. However, this benefit could arguably be measured in nonmonetary
terms using an attitudinal scale. This approach is not available for mea-
suring taxpayer satisfaction, because taxpayers would not derive the
same satisfaction from a small demonstration project that they would
from a large, ongoing program.
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